1. Introduction

Recently Sasakian geometry, especially Sasaki-Einstein geometry, plays an important role in the AdS/CFT correspondence. The important problem in Sasakian geometry is to find Sasaki-Einstein metrics. Boyer, Galicki and their collaborators found many new Sasaki-Einstein metrics on quasi-regular Sasakian manifolds [2], [4] and [3]. The first class of irregular Sasaki-Einstein metrics was found by Gauntlett, Martelli, Spark and Waldram in [14] and [15]. For the study of Sasaki-Einstein manifolds, see also [20] and [21], [9], [19], [22], [23] and [13].

In this paper, we want to present a flow approach, as the Kähler-Ricci flow in Kähler geometry, to study the existence of Sasaki-Einstein metrics, more precisely, $\eta$-Einstein metrics on Sasakian manifold. The Sasakian geometry can be viewed as an odd-dimensional counterpart of the Kähler geometry. In fact, $(M, g)$ is Sasakian if and only if its metric cone $(M \times \mathbb{R}_+, dr^2 + r^2 g)$ is Kähler. However, the Kähler-Ricci flow can not be applied directly to its metric cone, since the Kähler-Ricci flow does not preserve the cone structure.

To deform the Sasakian structures we will exploit the transverse structure of Sasakian manifolds as in [10] and [1]. On a Sasakian manifold, there is a natural foliation structure $\mathcal{F}_\xi$. In fact, it is a transverse Kähler structure. We want to deform the transverse Kähler structures by using a transverse Kähler-Ricci flow, which we call the Sasaki-Ricci flow. See its definition in Section 3. When the Sasakian manifold $M$ is regular, its base space of the foliation is a Kähler manifold. In this case the Sasaki-Ricci flow can be reduced to the Kähler-Ricci flow on the base space. However, in general the base space is very wild and has not any manifold structure.

In this paper we will prove the well-posedness of Sasaki-Ricci flow and global existence. We will show that the Sasaki-Ricci flow converges to an $\eta$-Einstein metric provided that its basic first Chern class is negative or null. The existence of an $\eta$-Einstein metric in these cases, together with the transverse Yau theorem, were proved in [10] by the continuity method. See also [1]. In other words, we present an odd-dimensional counterpart of Cao’s result [8] for the Kähler-Ricci flow. When the basic first Chern class is positive, in general one can not expect the convergence of the Sasaki-Ricci flow. In this case a natural object, the Sasaki-Ricci soliton, arises. We speculate that in this case the Sasaki-Ricci flow will converge to a Sasaki-Ricci soliton in a suitable sense, like the Kähler-Ricci flow [29], which was
inspired by Perelman’s work [25] (see also [26].) There are many works about the Kähler-Ricci flow, after Cao’s work [8]. Sasaki-Ricci soliton plays a crucial role in [13] to find new Sasaki-Einstein metrics.

Our work is inspired by the transverse Ricci flow introduced by Lovrić, Min-Oo and Ruh [18] in transverse Riemannian geometry, which is an analogue of the Ricci flow introduced by Hamilton [17] that plays a crucial role in the resolution of the Poincaré conjecture [24] and [25]. In fact, after showing the well-posedness of the Sasaki-Ricci flow, we know that these two flows are equivalent.
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2. Sasakian manifolds

Let \((M, g)\) be a Riemannian manifold, \(\nabla\) the Levi-Civita connection of the Riemannian metric \(g\), and let \(R(X, Y)\) denote the Riemann curvature tensor of \(\nabla\).

By a contact manifold we mean a \(C^\infty\) manifold \(M^{2n+1}\) together with a 1-form \(\eta\) such that \(\eta \wedge (d\eta)^n \neq 0\). In particular \(\eta \wedge (d\eta)^n\) defines a volume element on \(M\), and hence \(M\) is orientable. There is a canonical vector field \(\xi\) defined by

\[
\eta(\xi) = 1 \quad \text{and} \quad d\eta(\xi, X) = 0,
\]

for any vector field \(X\). \(\xi\) is called the characteristic vector field or Reeb vector field. \(\eta\) defines a \(2n\)-dimensional vector bundle \(D\) over \(M\), where at each point \(p \in M\) the fiber \(D_p\) of \(D\) is given by

\[
D_p = \ker\eta_p.
\]

There is a decomposition of the tangential bundle \(TM\)

\[
TM = D \oplus L\xi,
\]

where \(L\xi\) is the trivial bundle generated by the Reeb field \(\xi\). A contact manifold with a Riemannian metric \(g\) and a tensor field \(\Phi\) of type \((1,1)\) satisfying

\[
\Phi^2 = -I + \eta \otimes \xi
\]

and

\[
g(\Phi X, \Phi Y) = g(X, Y) - \eta(X)\eta(Y)
\]

is called an almost metric contact manifold. Such an almost metric contact manifold is called Sasakian if one of the following equivalent conditions holds:

1. There exists a Killing vector field \(\xi\) of unit length on \(M\) so that the tensor field \(\Phi\) of type \((1,1)\), defined by \(\Phi(X) = \nabla_X \xi\), satisfies the condition

\[
(\nabla_X \Phi)(Y) = g(\xi, Y) X - g(X, Y) \xi
\]

for any pair of vector fields \(X\) and \(Y\) on \(M\).
There exists a Killing vector field $\xi$ of unit length on $M$ so that the Riemann curvature satisfies the condition

$$R(X, \xi)Y = g(\xi, Y)X - g(X, Y)\xi,$$

for any pair of vector fields $X$ and $Y$ on $M$.

There exists a Killing vector field $\xi$ of unit length on $M$ so that the sectional curvature of every section containing $\xi$ equals one.

The metric cone $(C(M), \bar{g}) = (\mathbb{R}_+ \times M, dr^2 + r^2 g)$ is Kähler.

For other equivalent definitions and the proof of the equivalence, see [1]. By (4), a Sasakian manifold can be viewed as an odd dimensional counterpart of a Kähler manifold.

A Sasaki manifold $(M, \xi, \eta, \Phi, g)$ is a Sasaki-Einstein manifold if $g$ is an Einstein metric, i.e.,

$$\text{Ric}_g = cg,$$

for some constant $c$. Due to property (2) of the Sasakian manifold, it is easy to see that $c = 2n$. A Sasaki manifold $(M, \xi, \eta, \Phi, g)$ is an $\eta$-Einstein manifold if $g$ satisfies

$$(2.1) \text{Ric}_g = \lambda g + \nu \eta \otimes \eta,$$

for some constant $\lambda$ and $\nu$. It is easy to see that $\lambda + \nu = 2n$. For a recent study of $\eta$-Einstein manifolds, see [4].

3. Transverse Kähler structures

In this section we exploit the transverse structure of Sasakian manifolds. In the sequel, we always assume that $M$ is a Sasaki manifold with Sasakian Structure $(\xi, \eta, g, \Phi)$. To well understand the Sasakian structure, we consider the transverse Kähler structure on $M$. Let $\mathcal{F}_\xi$ is the characteristic foliation generated by $\xi$. On $\mathcal{D}$, it is naturally endowed with both a complex structure $\Phi|_{\mathcal{D}}$ and a symplectic structure $d\eta$. $(\mathcal{D}, \Phi|_{\mathcal{D}}, d\eta)$ gives $M$ a transverse Kähler structure with Kähler form $d\eta$ and transverse metric $g^T$ defined by

$$g^T(X, Y) = d\eta(X, \Phi Y).$$

The metric $g^T$ is related to the Sasaki metric $g$ by

$$g = g^T + \eta \otimes \eta.$$

In order to consider the deformations of Sasakian structures, we consider the quotient bundle of the foliation $\mathcal{F}_\xi$, $\nu(\mathcal{F}_\xi) = TM/L\xi$. There is an isomorphism between $\nu(\mathcal{F}_\xi)$ and $\mathcal{D}$. Let $p : TM \rightarrow \nu(\mathcal{F}_\xi)$ be the projection. $g^T$ gives a bundle map $\sigma : \nu(\mathcal{F}_\xi) \rightarrow \mathcal{D}$ which splits the exact sequence

$$0 \rightarrow L\xi \rightarrow TM \rightarrow \nu(\mathcal{F}_\xi) \rightarrow 0,$$

i.e. $p \circ \sigma = id$. Denoting $\sigma^* g^T$ still by $g^T$, $\sigma : (\nu(\mathcal{F}_\xi), g^T) \rightarrow (\mathcal{D}, g^T)$ is a metric isomorphism. We might identify $\mathcal{D}$ with $\nu(\mathcal{F}_\xi)$. However, since we want to deform Sasakian metrics, it is better to distinguish them. In fact, under the deformations considered later, $\mathcal{D}$ changes, while $\nu(\mathcal{F}_\xi)$ keeps fixed.
For simplicity of notation, we will use the same notation and $\sigma = id$ if there is no confusion, especially if we do not consider deformations.

Let $\nabla$ be the Levi-Civita connection associated to the Riemannian metric $g$ on $M$. From the transverse metric $g^T$, one can define a transverse Levi-Civita connection on $\nu(F_\xi)$ as follows

$$\nabla^T_XV = \begin{cases} 
(\nabla_X\sigma(V))^p, & \text{if } X \text{ is a section of } \mathcal{D}, \\
[\xi, \sigma(V)]^p, & \text{if } X = \xi,
\end{cases}$$

where $V$ is a section of $\nu(F_\xi)$ and $X^p = p(X)$ the projection of $X$ onto $\nu(F_\xi)$. The connection $\nabla^T$ is called a transverse Levi-Civita connection on the normal bundle $\nu(F_\xi)$, since this connection is torsion-free and metric. Namely it satisfies

$$\nabla^T_XY - \nabla^T_YX - [X,Y]^p = 0$$

and

$$Xg^T(V,W) = g^T(\nabla^T_XV, W) + g^T(V, \nabla^T_XW),$$

where $X, Y \in TM$ and $V, W \in \nu(F_\xi)$. From this connection one can define the transverse curvature operator by

$$R^T(X,Y) = \nabla^T_X\nabla^T_Y - \nabla^T_Y\nabla^T_X - \nabla^T_{[X,Y]}$$

as usual. From the transverse curvature operator we define the transverse Ricci curvature by

$$\text{Ric}^T(X,Y) = g(R^T(X, e_i)e_i, Y),$$

where $e_i$ is an orthonormal basis of $\mathcal{D}$. We remark that here we have used the identification between $\mathcal{D}$ and $\nu(F_\xi)$. More precisely the transverse Ricci tensor is defined by

$$\text{Ric}^T(X,Y) = g(R^T(X, e_i)\sigma^{-1}(e_i), Y)$$

for $X,Y \in TM$.

One can check easily that

$$\text{Ric}^T(X,Y) = \text{Ric}(X,Y) + 2g^T(X,Y).$$

In the transverse Riemannian geometry, it is natural to ask if there exists a “best metric”—the transverse Einstein metric, which is a transverse metric satisfying the follow equation

$$\text{Ric}^T = cg^T,$$

for certain constant $c$. (3.5) is a system of transverse elliptic equations [10]. A Sasakian metric is a transverse Einstein metric if and only if it is an $\eta$-Einstein metric. It is difficult to study the existence of (3.5) in general. (3.5) can be considered in a general setting—transverse Riemannian foliation. Analogous to the Ricci flow introduced by Hamilton, a transverse Ricci flow was introduced in [18] for a general foliation

$$\frac{d}{dt}g^T = -\text{Ric}^T.$$
In [18], the short-time existence and the uniqueness of (3.6) was proved. Note that this is not a parabolic flow. This is a so-called transverse parabolic flow. Note that a transverse metric on the foliation \( \nu(\mathcal{F}_\xi) \) need not to be a Sasakian metric. It is not easy to check directly if the flow (3.6) preserves the Sasakian structure \((\xi, \eta, \Phi, g)\). Instead, we will introduce another flow -which we call the Sasaki-Ricci flow, as an analogue of the Kähler-Ricci flow. Eventually, we will show that the Sasaki-Ricci flow is equivalent to (3.6) in the Sasakian setting.

In order to introduce the Sasaki-Ricci flow, we first consider deformations of Sasakian structures which preserve the Reeb field \( \xi \), and hence the characteristic foliation \( \mathcal{F}_\xi \). Such deformations were studied by Boyer and Galicki in [1].

A \( p \)-form \( \alpha \) on \( M \) is called basic if
\[
i(\xi)\alpha = 0, \quad L_\xi \alpha = 0.
\]

Let \( \Lambda^p_B \) be the sheaf of germs of basic \( p \)-forms and \( \Omega^p_B = \Gamma(M, \Lambda^p_B) \) the set of all global section of \( \Lambda^p_B \). A function \( f \) is basic if and only if \( \xi(f) = 0 \). It is easy to see that the exterior differential \( d \) preserves basic forms. Namely, if \( \alpha \) is a basic form, so is \( d\alpha \). Note that \( d\eta \) is a basic 2-form, though \( \eta \) is not a basic form. The basic cohomology can be defined in a usual way.

We consider the complexified bundle \( D^C = D \otimes \mathbb{C} \). Using the structure \( \Phi \) we decompose \( D^C \) into two subbundles \( D^{1,0} \) and \( D^{0,1} \), where \( D^{1,0} = \{ X \in D^C \mid \Phi X = \sqrt{-1}X \} \) and \( D^{0,1} = \{ X \in D^C \mid \Phi X = -\sqrt{-1}X \} \). Similarly, we decompose the complexified space \( \Lambda^C_B \otimes \mathbb{C} = \bigoplus_{p+q=r} \Lambda^{p,q}_B \), where \( \Lambda^{p,q}_B \) denotes the sheaf of germs of basic forms of type \((p,q)\). Define \( \partial_B \) and \( \bar{\partial}_B \) by
\[
\partial_B : \Lambda^{p,q}_B \to \Lambda^{p+1,q}_B \quad \text{and} \quad \bar{\partial}_B : \Lambda^{p,q}_B \to \Lambda^{p,q+1}_B,
\]
which is the decomposition of \( d \). Let \( d_B = d|_{\Omega^p_B} \). We have \( d_B = \partial_B + \bar{\partial}_B \).

Let \( d'_B = \frac{1}{2} \sqrt{-1}(\bar{\partial}_B - \partial_B) \). It is clear that
\[
d_B d'_B = i\partial_B \bar{\partial}_B, \quad d'_B = (d'_B)^2 = 0.
\]

Let \( d'^+_B : \Omega^{p+1}_B \to \Omega^p_B \) be the adjoint operator of \( d_B : \Omega^p_B \to \Omega^{p+1}_B \). The basic Laplacian \( \Delta_B \) is defined
\[
\Delta_B = d'_B d_B + d_B d'^+_B.
\]

Suppose that \((\xi, \eta, \Phi, g)\) defines a Sasakian structure on \( M \). Let \( \varphi \) be a basic function. Put
\[
\tilde{\eta} = \eta + d'_B \varphi.
\]

It is clear that
\[
d\tilde{\eta} = d\eta + d_B d'_B \varphi = d\eta + \sqrt{-1}\partial_B \bar{\partial}_B \varphi.
\]

For small \( \varphi \), \( d\tilde{\eta} \) is non-degenerate in the sense that \( \tilde{\eta} \wedge (d\tilde{\eta})^n \neq 0 \). Set
\[
\tilde{\Phi} = \Phi - \xi \otimes (d'_B \varphi) \circ \Phi \quad \text{and} \quad \tilde{\eta} = d\tilde{\eta} \circ (Id \otimes \tilde{\Phi}) + \tilde{\eta} \otimes \tilde{\eta}.
\]
Lemma 3.1. \((M, \xi, \eta, \Phi, \tilde{g})\) is also a Sasakian structure.

Proof. See [4]. One can also check the Lemma by using the local frame given in the next section. \(\square\)

Note that these deformations fix the Reeb field and change another three structures \(\eta, \Phi, g\) and also \(D\). Now we consider \(\nu(\mathcal{F}_\xi)\) instead of \(\mathcal{D}\). On \(\nu(\mathcal{F}_\xi)\) there is a complex structure \(J\):

\[\nu(\mathcal{F}_\xi) \to \nu(\mathcal{F}_\xi)\]

induced from \(\Phi\) by \(JV = (\Phi \sigma(V))\) for any section of \(\nu(\mathcal{F}_\xi)\). See also [6]. Recall that \(\sigma: \nu(\mathcal{F}_\xi) \to \mathcal{D}\) is a bundle map splitting \(TM\). One can check easily that \(J\) is independent of the deformations given above. On \(\nu(\mathcal{F}_\xi)\), we can consider also its complexification and define the decomposition by using the complex structure \(J\) as above.

There are other kinds of deformations. For instance, the so-called \(D\)-homothetic deformation \([30]\) is defined

\[\bar{\eta} = a\eta, \quad \bar{\xi} = \frac{1}{a}\xi, \quad \bar{\Phi} = \Phi, \quad \bar{g} = ag + a(a - 1)\eta \otimes \eta\]

for a positive constant \(a\). Note that from a \(\eta\)-Einstein metric with \(\lambda > -2\), one can use the \(D\)-homothetic deformation to get a Sasakian-Einstein metric.

Let \(\rho^T = \text{Ric}^T(\Phi \cdot, \cdot)\) and \(\rho = \text{Ric}(\Phi \cdot, \cdot)\). \(\rho^T\) is called the transverse Ricci form. In view of (3.4) we have

\[\rho^T = \rho + 2d\eta.\]

It is easy to see that \(\rho^T\) is a closed basic form and its basic cohomology class \([\rho^T]_B = c^1_B\) is the basic first Chern class. \(c^1_B\) is called positive (negative, null resp.) if it contains a positive (negative, null resp.) representation. The transverse Einstein equation (3.5) can be written as

\[\rho^T = c\eta,\]

for some constant \(c\). A necessary condition for the existence of (3.8) is

\[c^1_B = c[d\eta]_B.\]

By a \(D\)-homothetic deformation, it is natural to consider

\[c^1_B = \kappa[d\eta]_B,\]

where \(\kappa = 1, -1, 0\) corresponds to positive, negative and null \(c^1_B\).

Now we consider the following flow \((\xi, \eta(t), \Phi(t), g(t))\) with an initial data

\[(\xi, \eta(0), \Phi(0), g(0)) = (\xi, \eta, \Phi, g)\]

(3.10)

\[\frac{d}{dt}g^T(t) = -(\text{Ric}^T_g - \kappa g^T(t)),\]

or equivalently

\[\frac{d}{dt}d\eta(t) = -(\rho^T_{g(t)} - \kappa d\eta(t)).\]

We emphasize that (3.6) and (3.10) are not directly equivalent, since the flow (3.10) is defined in the space of the Sasaki metrics, which is smaller than the
space of transverse metrics. (3.6) and (3.10) are equivalent only if we show the short-time existence of (3.10). We call (3.10) Sasakian-Ricci flow. In Section 5, we will show that the Sasaki-Ricci flow (3.10) is well-posed.

4. LOCAL COMPUTATIONS

In this section, we first review local coordinates on a Sasakian manifold. One can choose local coordinates \((x, z_1, z_2, \ldots, z_n)\) on a small neighborhood \(U\) such that

- \(\xi = \frac{\partial}{\partial x}\),
- \(\eta = dx + \sqrt{-1} \sum_{j=1}^{n} h_j dz^j - \sqrt{-1} \sum_{j=1}^{n} h_j d\bar{z}^j\),
- \(\Phi = \sqrt{-1} \left\{ \sum_{j=1}^{n} \left\{ \frac{\partial}{\partial z^j} - \sqrt{-1} h_j \frac{\partial}{\partial x} \right\} \otimes dz^j - \sum_{j=1}^{n} \left\{ \frac{\partial}{\partial \bar{z}^j} + \sqrt{-1} h_j \frac{\partial}{\partial x} \right\} \otimes d\bar{z}^j \right\} \),
- \(g = \eta \otimes \eta + 2 \sum_{j=1}^{n} h_j dz^j d\bar{z}^j\),

where \(h : U \to \mathbb{R}\) is a (local) basic function, i.e. \(\frac{\partial}{\partial x} h = 0\) and \(h_j = \frac{\partial}{\partial z^j} h\) and \(h_{\bar{j}} = \frac{\partial^2}{\partial z^j \partial \bar{z}^j} h\). See for instance [16].

In such local coordinates, \(\mathcal{D}^C\) is spanned by

\[ X_j := \frac{\partial}{\partial z^j} - \sqrt{-1} h_j \frac{\partial}{\partial x} \quad \text{and} \quad X_{\bar{j}} := \frac{\partial}{\partial \bar{z}^j} + \sqrt{-1} h_j \frac{\partial}{\partial x}. \]

Since \(h\) is basic, it is clear that

\[ \Phi X_j = \sqrt{-1} X_j \quad \text{and} \quad \Phi X_{\bar{j}} = -\sqrt{-1} X_{\bar{j}}, \]

\[ [X_j, X_{\bar{l}}] = [X_j, X_{\bar{l}}] = [\xi, X_j] = [\xi, X_{\bar{l}}] = 0, \]

and

\[ [X_j, X_{\bar{l}}] = 2\sqrt{-1} h_{j\bar{l}} \frac{\partial}{\partial x}. \]

Obviously, \(\{\eta, dz^j, d\bar{z}^l\}\) is the dual basis of \(\{ \frac{\partial}{\partial x}, X_i, X_j \}\). It is clear that the transverse metric

\[ g^T = \sum_{j,l=1}^{n} g_{j\bar{l}}^T dz^j d\bar{z}^l = 2 \sum_{j=1}^{n} h_j dz^j d\bar{z}^l, \]

and equivalently,

\[ d\eta = -2\sqrt{-1} \sum_{j,l=1}^{n} h_{j\bar{l}} dz^j \wedge d\bar{z}^l, \]

where \(g_{j\bar{l}}^T = g^T (\frac{\partial}{\partial z^j}, \frac{\partial}{\partial \bar{z}^l}) = 2h_{j\bar{l}}\). Thus we have a simple fact that \(\xi g_{j\bar{l}}^T = 0\).

Note that

\[ (4.1) \quad g^T (\frac{\partial}{\partial z^j}, \frac{\partial}{\partial \bar{z}^l}) = g^T (X_j, X_{\bar{l}}). \]

From above, we have \(\nabla_{\frac{\partial}{\partial x}} X_j = \nabla_{\frac{\partial}{\partial x}} X_{\bar{l}} = 0\). Define \(\Gamma^C_{AB}\) by

\[ \nabla_{X_A} X_B = \Gamma^C_{AB} X_C, \]
for $A, B, C = 1, 2, \cdots, n, \bar{1}, \bar{2}, \cdots, \bar{n}$. Since $\nabla^T$ is the transverse Levi-Civita connection, i.e., $\nabla^T$ satisfies (3.2) and (3.3), one can easily show that only $\Gamma^k_{jl}$ and $\Gamma^k_{\bar{j}l}$ may not vanish as in the Kähler case. Moreover,

$$\Gamma^k_{jl} = (g^T)^k_{\bar{m}} \frac{\partial (g^T)^l_{\bar{m}}}{\partial z^j} = \Gamma^k_{lj},$$

where $((g^T)^{kn})$ is the inverse matrix of $(g^T)^{jl}$.

Note that for a fixed point $p \in M$, one can choose local coordinates $(x, z_1, z_2, \ldots, z_n)$ around $p$ satisfying additionally that

$$\left\{ \frac{\partial}{\partial z_j}\right\}_p \in \mathcal{D}^C_p,$$

or equivalently $h_j(p) = 0$ for all $j$. This also means that $h$ attains a local minimum at $p$. Hence, around point $p$, one can choose normal coordinates $(x, z_1, z_2, \ldots, z_n)$ such that $\Gamma^k_{jl} = \Gamma^k_{\bar{j}l} = 0$.

One can check that the transverse Ricci curvature can be expressed by

$$R^T_{j\bar{l}} = -\frac{\partial^2}{\partial z^j \partial z^\bar{l}} \log \det(g^T_{\bar{m}n})$$

and $\rho^T = \sqrt{-1} R^T_{j\bar{l}} dz^j \wedge dz^\bar{l}$.

Now let $\varphi$ be a smooth basic function, i.e., $\xi \varphi = 0$. We consider the new Sasakian structure $(M, \xi, \tilde{\eta}, \tilde{\Phi}, \tilde{g})$ given by Lemma 3.1 in a local frame. It is easy to compute, for example,

$$\tilde{g}^T = \sum_{j,l=1}^{n} (g^T)^{jl} \varphi dz^j \wedge dz^\bar{l} = 2 \sum_{j=1,l}^{n} (h_{jl} + \frac{1}{2} \varphi_{jl}) dz^j dz^\bar{l}.$$ 

Its other structures $(\tilde{\eta}, \tilde{\Phi}, \tilde{g})$ can be obtained as above by replacing $h$ with $h + \frac{1}{2} \varphi$. This, in fact, provides another proof of Lemma 3.1, see [16].

Recall that $[\rho^T_{\bar{g}}]_B = c_B = \kappa[d\eta]_B$. By a Hodge decomposition result given in [10], there is a basic function $F : M \to \mathbb{R}$ such that

$$\rho^T_{\bar{g}} - \kappa d\eta = d_B \delta_B F.$$ 

We hope to find a new Sasakian structure $(\tilde{\eta}, \tilde{\Phi}, \tilde{g})$ with $\tilde{\eta} = \eta + \delta_B \varphi$ satisfying

$$\rho^T_{\tilde{g}} = \kappa d\tilde{\eta}.$$ 

By (4.3) it is equivalent to

$$\rho^T_{\tilde{g}} - \rho^T_{\bar{g}} = \kappa d_B \delta_B \varphi + d_B \delta_B F.$$ 

In view of (4.2), in local coordinates (4.4) can be written as

$$\frac{\det(g^T_{jl} + \varphi_{jl})}{\det(g^T_{jl})} = e^{-\kappa \varphi + F}.$$
One may expect that the Sasaki-Ricci flow \((3.10)\) can be written as
\[
\frac{d}{dt} \varphi = \log \det(g^T_{ij} + \varphi_{ij}) - \log(\det g^T_{ij}) + \kappa \varphi - F,
\]
for a basic function \(\varphi\). We will prove it in the following section.

5. Well-posedness of the Sasakian-Ricci flow

In this section, we will prove the following

**Theorem 5.1.** Let \(M^{2n+1}\) be a compact manifold. For any Sasakian structure \((\xi, \eta, \Phi, g)\) there is a family of Sasakian structures \((\xi(t), \eta(t), \Phi(t), g(t))\) \((t \in [0, T])\) for some constant \(T > 0\) with \(\xi(t) = \xi\) satisfying (3.10) and the initial condition \((\eta(0), \Phi(0), g(0)) = (\eta, \Phi, g)\).

One method to prove the well-posedness of the Sasakian-Ricci flow is to develop a transverse parabolic theory. This can be done by following the methods given in [10]. Here we want to give a proof by using the ordinary parabolic theory. First we define
\[
(5.1) \quad \tilde{\omega} = d\eta + \frac{1}{2}(\nabla d\varphi(\Phi, \cdot) - \nabla d\varphi(\cdot, \Phi)) + \frac{1}{2}(\eta \wedge d(\xi \varphi) \circ \Phi + \eta \wedge d\varphi),
\]
where \(\nabla d\varphi\) is the Hessian of \(\varphi\) defined by
\[
\nabla d\varphi(X, Y) = X(d\varphi(Y)) - d\varphi(\nabla X Y)
\]
for \(X, Y \in TM\). Here \(\nabla\) is the Levi-Civita connection with respect to the metric \(g\). It is clear that \(\nabla d\varphi\) is symmetric. Let \(\bar{\varphi}_{,jl} = X_j X_l(\varphi) - d\varphi(\nabla X_j X_l)\) is the covariant derivative with respect to the metric \(g\). One can check that \(\bar{\varphi}_{,jl} = \varphi_{,lj}\) for any \(j, l\).

**Lemma 5.2.** \(\tilde{\omega}\) is a two-form on \(M\) and satisfies
\[
\tilde{\omega} = i(g^T_{jl} + \varphi_{,jl})dz^j \wedge d\bar{z}^l.
\]
Hence,
\[
\tilde{\omega}^n \wedge \eta = i^n \det(g^T_{jl} + \varphi_{,jl})dz^1 \wedge d\bar{z}^1 \cdots \wedge dz^n \wedge d\bar{z}^n \wedge dx.
\]
Moreover, if \(\varphi\) is a basic function, then \(\tilde{\omega} = d\eta + dB d\bar{B} \varphi\).

**Proof.** It is easy to check that
\[
\tilde{\omega}(X, Y) = -\tilde{\omega}(Y, X) \quad \text{for any} \quad X, Y.
\]
On can also compute
\[
\tilde{\omega}(\xi, X) = \tilde{\omega}(X_j, X_l) = \tilde{\omega}(X_l, X_j) = 0,
\]
\[
\tilde{\omega}(X_j, X_l) = i(g^T_{jl} + \varphi_{,jl}).
\]
Now consider the following equation
\[(5.2)\]
\[
\frac{d}{dt} \phi = \log \tilde{\omega}^n \wedge \eta + \xi^2 \phi + \kappa \phi - F,
\]
for general function \(\phi\), i.e., \(\phi\) in (5.2) need not to be a basic function. Here \(\xi^2 \phi = \xi(\xi \phi)\). This equation is globally defined. In local coordinates, we have
\[(5.3)\]
\[
\frac{d}{dt} \phi = \log \det(g^T_{ij} + \phi_{,ij}) - \log(\det g^T_{ij}) + \xi^2 \phi + \kappa \phi - F,
\]
for a function \(\phi : M \to \mathbb{R}\). It is easy to check that (5.3) is an ordinary parabolic equation when
\[(5.4)\]
\[
\det(g^T_{ij} + \phi_{,ij}) > 0.
\]
Hence by the parabolic theory, for any initial function \(\phi\) with (5.4), there exists a positive \(T > 0\) and a solution \(\phi : M \times [0, T) \to \mathbb{R}\) of (5.3) with (5.4) for any \(t \in [0, T)\).

In the sequel, \(f_{A_1 A_2 \cdots A_k}\) means \(X_{A_k} \cdots X_{A_1} f\), for any function \(f\) and \(A_i = 1, 2, \cdots, n, \bar{1}, \bar{2}, \cdots, \bar{n}\). For the simplicity of notation, from now on we simply use \(g_{ij}\) to denote \(g^T_{ij}\).

**Lemma 5.3.** Equation (5.3) preserves the property \(\xi \phi = 0\).

**Proof.** Set \(g(t)_{ij} = g_{ij} + \phi_{,ij}\) and let \((g(t)_{ij})^{-1}\) be the inverse matrix of \((g(t)_{ij})\). We compute the evolution equation for \(|\xi \phi|^2\) locally. Note that \(\xi g_{,j} = 0\), so we have
\[
\xi(\phi_{,j}) = \xi(\phi_{,j} - ig_{,j} \xi \phi) = (\xi \phi)_{,j} - ig_{,j} \xi^2 \phi = (\xi \phi)_{,j}.
\]
Therefore, we have
\[
\frac{d}{dt} (\xi \phi)^2 = 2 \xi \phi \xi \frac{d}{dt} \phi
\]
\[
= 2 \xi \phi \xi (\log \frac{\det(g_{,j}^{-1} + \phi_{,ij})}{\det(g_{,j}^{-1})}) + \xi^2 ((\xi \phi)^2) - 2(\xi^2 \phi)^2 + 2\kappa (\xi \phi)^2
\]
\[
= 2 \xi \phi g(t)_{,j} \xi(\phi_{,j}) + \xi^2 ((\xi \phi)^2) - 2(\xi^2 \phi)^2 + 2\kappa (\xi \phi)^2
\]
\[
= g(t)_{,j}((\xi \phi)^2)_{,j} - 2g(t)_{,j}(\xi \phi)_i(\xi \phi)_j
\]
\[
+ \xi^2 ((\xi \phi)^2) - 2(\xi^2 \phi)^2 + 2\kappa (\xi \phi)^2.
\]
The maximum principle implies that the flow preserves the property that \(\xi \phi = 0\). \(\square\)

**Proof of Theorem 5.1.** We consider flow (5.2) with an initial function \(\phi(0) = 1\). Flow (5.2) is a parabolic equation. Hence there is a \(T > 0\) and \(\phi(t)\) \((t \in [0, T))\) satisfying (5.2) and (5.4) for any \(t \in [0, T)\), where \(\tilde{\omega}\) is defined by (5.1). By Lemma 5.3, \(\phi(t)\) is a basic function for each \(t \in [0, T)\). Hence
6. Global existence and convergence

In this section we will prove the following

**Theorem 6.1.** The Sasaki-Ricci flow has a global existence. Moreover, when the basic first Chern class is negative or null, the Sasaki-Ricci flow converges to a limit, which is an \( \eta \)-Einstein metric.

The proof follows closely the methods given in [8], which in turn follows the methods given by Yau in his resolution of the Calabi conjecture [31]. As mentioned above, the existence of the \( \eta \)-Einstein metric in the case of the negative or null basic first Chern class was already proved in [10]. See also [1].

We have seen that the Sasaki-Ricci flow (3.10) can be written as

\[
\frac{d}{dt} \phi = \log \frac{\det(g_{ij} + \phi \bar{v}^j)}{\det(g_{ij})} + \kappa \phi - F.
\]

Recall that in this section we use \( g_{ij} \) to denote the transverse metric \( g^T_{ij} \). We now try to get estimates which will imply the global existence. Differentiating the equation (6.1) with respect to \( t \), we then have

\[
\frac{\partial}{\partial t} \left( \frac{\partial \phi}{\partial t} \right) = \triangle^t_B \frac{\partial \phi}{\partial t} + \kappa \frac{\partial \phi}{\partial t}.
\]

Here \( \triangle^t_B \) is the basic Laplacian with respect to the transverse metric \( g^T_{ij} \). Let \( \triangle_B \) denote the ordinary Laplacian with respect to the metric \( g(t) \). Acting on basic function, both Laplacian are the same, i.e., \( \triangle_B \phi = \triangle^t_B \phi \), for a basic function \( \phi \). If there is no confusion, we will omit the subscript (or superscript) \( t \).

Let \( C(\kappa, T) \) and \( c_i(\kappa, T), i \in \mathbb{N} \) be positive constants satisfying

\[
C(\kappa, T) + c_i(\kappa, T) \leq \left\{ \begin{array}{ll} C_0, & \text{if } \kappa \leq 0 \\ C(T), & \text{if } \kappa > 0 \end{array} \right.
\]

where \( C_0 \) is a constant depending only on the initial metric which may change from line to line and \( C(T) \) is a finite constant depending on \( T \). These constants serve as bounds for the solutions of (6.1). As one will see, in case of \( \kappa > 0 \), \( |\phi| \) has at most exponential growth rate and \( ||\phi||_{C^k} \) may have higher growth rate.

Applying the maximum principle to (6.2), we have

\[
\sup_{[0,T] \times M} \left| \frac{\partial \phi}{\partial t} \right| \leq C(\kappa, T).
\]

Let \( \psi \) be the normalization of \( \phi \) such that its mean value is zero with respect to the background metric \( g \), i.e.

\[
\psi = \phi - \int_M \phi d\mu_g.
\]
**Proposition 6.2. (C$^0$ estimates)** Assume the Sasaki-Ricci flow (6.1) exists for $t \in [0, T)$, $T < \infty$. Then we have $\sup_{M \times [0,T]} |\psi| \leq C(\kappa, T)$.

Proof. (1) $c_B^1 < 0$. It is clear from the maximum principle. In this case we have the equation $\frac{d}{dt} \varphi = \log \frac{\det(g_{ij} + \varphi \delta_{ij})}{\det(g_{ij})} - \varphi - F$. Therefore, the statement is easy to check by the maximum principle.

(2) $c_B^1 > 0$. In this case we have the equation $\frac{d}{dt} \varphi = \log \frac{\det(g_{ij} + \varphi \delta_{ij})}{\det(g_{ij})} + \varphi - F$. It is easy to show that $\sup_{M \times [0,T]} \varphi \leq C_0(e^T + 1)$.

(3) $c_B^1 = 0$. We need to consider the equation $\frac{d}{dt} \varphi = \log \frac{\det(g_{ij} + \varphi \delta_{ij})}{\det(g_{ij})} - F$. For such an equation, we follow Yau’s idea in the proof of Calabi-Yau theorem [31] to use the Nash-Moser iteration argument to show the Proposition.

Note that $\varphi$ is actually not necessarily uniformly bounded in this case. However, it becomes easier if we consider $\psi$, the normalization of $\varphi$.

**Lemma 6.3.** There exists a positive constant $C_1$ such that

$$\sup_{M \times [0,T]} \psi \leq C_1, \quad \sup_{t \in [0,T]} \int_M |\psi(t)| d\mu_g \leq 2C_1 V.$$ 

The proof is based on the fact $\Delta_B \psi + n > 0$, which follows from the positivity of $g^T(t)$. Let $G$ be the Green function (with respect to $\Delta$) on $M$ satisfying

$$0 \leq G(x, y) \leq \frac{c}{d(x, y)^{2n-1}}.$$ 

Note that $\Delta_B \psi = \Delta \psi$, then for any $x \in M$ we have

$$\psi(x) = -\frac{1}{V} \int_M \Delta \psi(y) G(x, y) d\mu_g(y) \leq \frac{n}{V} \int_M G(x, y) d\mu_g(y) \leq C_1.$$ 

The second inequality follows from

$$\int_M |\psi| d\mu_g \leq \int_M |\psi - 2C_1| d\mu_g = \int_M (2C_1 - \psi) d\mu_g = 2C_1 V.$$ 

**Lemma 6.4.** There exists a constant $C_2 > 0$ such that $\sup_{M \times [0,T]} |\psi| \leq C_2$.

Now we apply the Nash-Moser iteration to achieve this. Let $\omega = i g_{ij} dz^i \wedge d\bar{z}^j$, $\omega_1 = i g'_{ij} dz^i \wedge d\bar{z}^j$. Here $g'_{ij} = g_{ij} + \psi_i \bar{\psi}_j$. Let $\psi' = C_1 + 1 - \psi \geq 1$.

We have $\omega_1 = \omega - i \partial_B \bar{\partial}_B \psi'$, then we see that

$$(\exp(\frac{\partial \varphi}{\partial t} + F) - 1) \omega^n = \omega^n_1 - \omega^n = -i \partial_B \bar{\partial}_B \psi' \wedge (\omega^{n-1}_1 + \omega^{n-2}_1 \wedge \omega + \ldots + \omega^{n-1}_1),$$ 

where both $\omega$ and $\omega_1$ are metrics, so that $\omega_k^1 \wedge \omega^{n-k} \wedge \eta$ defines a volume form. Thus for any $p \geq 1$, we have
we have

\[ \frac{1}{V} \int_M i(\psi')^p \partial_B \overline{\partial} B \psi' \wedge (\omega^{n-1}_1 + \omega^{n-2}_1 \wedge \omega + \ldots + \omega^{n-1}) \wedge \eta \]

\[ \geq \frac{1}{V} \int_M i \partial_B (\psi')^p \wedge \overline{\partial} B \psi' \wedge \omega^{n-1} \wedge \eta \]

\[ = \frac{p}{V} \int_M i(\psi')^{p-1} \partial_B \psi' \wedge \overline{\partial} B \psi' \wedge \omega^{n-1} \wedge \eta \]

\[ = \frac{4p}{V(p+1)^2} \int_M i \partial_B (\psi')^{p+1} \wedge \overline{\partial} B (\psi')^{p+1} \wedge \omega^{n-1} \wedge \eta \]

\[ = \frac{4p}{n(p+1)^2} \int_M |\nabla (\psi')^{p+1}|^2 \omega^n \wedge \eta \]

\[ \geq \frac{4p}{n(p+1)^2} [c_1 \int_M |(\psi')^{p+1}|^{\frac{p+1}{2}} \omega^{n} \wedge \eta] \]

the last inequality follows from Sobolev inequality.

On the other hand, we have

\[ \frac{1}{V} \int_M i(\psi')^p \partial_B \overline{\partial} B \psi' \wedge (\omega^{n-1}_1 + \omega^{n-2}_1 \wedge \omega + \ldots + \omega^{n-1}) \wedge \eta \]

\[ = \frac{1}{V} \int_M (\psi')^p (\exp(\frac{\partial \varphi}{\partial t} - F) - 1) \omega^n \wedge \eta \]

\[ \leq c \frac{1}{V} \int_M (\psi')^p \omega^n \wedge \eta \]

\[ \leq \frac{c}{V} \int_M (\psi')^{p+1} \omega^n \wedge \eta. \]

Putting all these together, we then have

\[ c_1 \left( \frac{1}{V} \int_M (\psi')^{\frac{n+1}{2}} d\mu_g \right)^{\frac{2n+1}{2n-1}} - c_2 \frac{1}{V} \int M |(\psi')^{\frac{n+1}{2}}|^2 d\mu_g \leq \frac{c_1}{V} \int_M (\psi')^{p+1} d\mu_g, \]

which implies

\[ \left( \frac{1}{V} \int_M (\psi')^{(p+1)\frac{2n+1}{2n-1}} d\mu_g \right)^{\frac{2n+1}{2n-1}} \leq \frac{C(p+1)}{V} \int_M (\psi')^{p+1} d\mu_g. \]

Therefore, we have \( \|\psi'\|_{L^{p+1}\frac{2n+1}{2n-1}} \leq (C(p+1))^\frac{1}{p+1} \|\psi'\|_{L^{p+1}}. \)

Choose \( p_0 = 1 \) and define \( p_k \) by \( p_k + 1 = \frac{2n+1}{2n-1}(p_{k-1} + 1) \), then for \( i \geq 1 \), we have

\[ \|\psi'\|_{L^{p_i+1}} \leq \prod_{k=0}^{i-1} [C(p_k + 1)]^{\frac{1}{p_k+1}} \|\psi'\|_{L^{2}}. \]

Now if we let \( i \to \infty \), then \( p_i + 1 \to \infty \), so

\[ \sup_M \psi' = \lim_{i \to \infty} \|\psi'\|_{L^{p_i+1}} \leq \prod_{k=0}^{\infty} [C(p_k + 1)]^{\frac{1}{p_k+1}} \|\psi'\|_{L^{2}}. \]
So we have shown that \( \sup_M |\psi'| = \sup_M \psi' \leq C\|\psi'||_{L^2} \).
Furthermore, we have
\[
\frac{c}{V} \int_M \psi' \omega^n \wedge \eta \\
\geq \frac{1}{V} \int_M \psi'(\exp(\frac{\partial \varphi}{\partial t} + F) - 1) \omega^n \wedge \eta \\
= \frac{1}{V} \int_M \psi'((\omega - i \partial \overline{\partial} \psi')^n - \omega^n) \wedge \eta \\
\geq \frac{1}{nV} \int_M |\nabla \psi'|^2 \omega^n \wedge \eta \\
\geq \frac{\lambda \omega}{nV} \int_M |\psi|^2 \omega^n \wedge \eta - (\int_M \psi \omega^n \wedge \eta)^2, 
\]
where the last inequality follows from the Poincaré inequality. So we deduce from lemma 6.3 that
\[
\|\psi'\|_{L^2} \leq c(\|\psi\|_{L^1} + 1) \leq C.
\]
Hence \( \sup_M |\psi'(t)| \leq C \), thus \( \sup_M |\psi(t)| \leq C \).
□

**Proposition 6.5. (C² estimates)** Assume the Sasaki-Ricci flow (3.10) (or (6.1)) exists for \( t \in [0, T) \), \( T < \infty \). Then we have
\[
\sup_{t \in [0, T)} |\varphi|_{C^2} \leq C(\kappa, T).
\]

**Proof.** First one can compute (cf. [27])
\[
(\Delta_B' - \partial_t) \log(n + \Delta_B \varphi) \\
= \frac{1}{n + \Delta_B \varphi} g^{g'k} g^{g's} \nabla_i \varphi_{st} \nabla_j \varphi_{kl} - \frac{|\nabla_B \Delta_B \varphi|^2}{(n + \Delta_B \varphi)^2} \\
+ \frac{1}{n + \Delta_B \varphi} (g^{g'k} g^{g's} T R^T_{kl} - R^T - \kappa \Delta_B \varphi + \Delta_B F)
\]
and
\[
g^{g'g} g^{g'k} g^{g's} \nabla_i \varphi_{st} \nabla_j \varphi_{kl} \geq \frac{|\nabla_B \Delta_B \varphi|^2}{n + \Delta_B \varphi}.
\]
In normal coordinates centered in a fixed point \( p \) (See section 4) we have
\[
(\Delta_B' - \partial_t) \log(n + \Delta_B \varphi) \geq \frac{1}{n + \Delta_B \varphi} (g^{g'k} g^{g's} T R^T_{kl} - \kappa \Delta_B \varphi - c) \\
\geq - \frac{c}{n + \Delta_B \varphi} \left( \sum_{i,k} \frac{1 + \varphi_{ik}}{1 + \varphi_{ik}} + 1 \right) - \kappa \\
\geq - c_0 \sum_k \frac{1}{1 + \varphi_{kk}} - \kappa.
\]
On the other hand, we have
\[
(\Delta_B' - \partial_t) \psi = \sum_k \frac{\varphi_{kk}}{1 + \varphi_{kk}} - \frac{\partial \psi}{\partial t} = - \sum_k \frac{1}{1 + \varphi_{kk}} + n - \frac{\partial \psi}{\partial t}.
\]
Note that \( \frac{\partial \psi}{\partial t} = \frac{\partial \varphi}{\partial t} + \epsilon(t) \) and \( \int_M \frac{\partial \psi}{\partial t} \, d\mu_g = 0 \), thus \( \sup_M |\frac{\partial \psi}{\partial t}| \leq 2 \sup_M |\frac{\partial \varphi}{\partial t}| \).

Therefore we have
\[
(6.3) \quad (\triangle'_B - \partial_t)[\log(n + \triangle_B \varphi) - (c_0 + 1)\psi] \geq \sum_k \frac{1}{1 + \varphi_{kk}} - c_1(\kappa, T)
\]
at the fixed point \( p \). For any given \( t \in (0, T) \), assume that \( u := \log(n + \triangle_B \varphi) - (c_0 + 1)\psi \) achieves its maximum at point \((p_0, t_0) \in M \times (0, t) \). We consider normal coordinates centered at \( p_0 \). Since \((t_0, p_0) \) is a maximum point, \((\triangle'_B - \partial_t)u \leq 0 \), and hence from (6.3) we have \( \sum_k \frac{1}{1 + \varphi_{kk}} \leq c_1(\kappa, T) \) at this point. On the other hand, we have
\[
(\sum_k \frac{1}{1 + \varphi_{kk}})^{n-1} \geq (n + \triangle_B \varphi)\left(\prod_k \frac{1}{1 + \varphi_{kk}}\right) = (n + \triangle_B \varphi)e^{-\frac{\partial \varphi}{\partial t} + \kappa \varphi - F}.
\]

Thus at the point \((p_0, t_0) \), we have \( n + \triangle_B \varphi \leq c_2(\kappa, T) \). By the definition of \( u \), we see
\[
\sup_M (n + \triangle_B \varphi) \leq c_3(\kappa, T).
\]

Furthermore, since
\[
\sum_k \frac{1}{1 + \varphi_{kk}} \leq (n + \triangle_B \varphi)^{n-1} \prod_k \frac{1}{1 + \varphi_{kk}} = (n + \triangle_B \varphi)^{n-1} e^{-\frac{\partial \varphi}{\partial t} + \kappa \varphi - F},
\]
we have
\[
\sup_M \sum_k \frac{1}{1 + \varphi_{kk}} \leq c_4(\kappa, T).
\]

Note that
\[
\prod_k (1 + \varphi_{kk}) = e^{\frac{\partial \varphi}{\partial t} - \kappa \varphi + F}.
\]

Therefore there exists \( c_6(\kappa, T) \geq c_5(\kappa, T) > 0 \) such that
\[
c_5(\kappa, T) \leq 1 + \varphi_{kk} \leq c_6(\kappa, T).
\]

This also promises that \( g' \) stays as metrics.

**Proposition 6.6.** (\( C^3 \) estimates) Assume the Sasaki-Ricci flow (3.10) (or (6.1)) exists for \( t \in [0, T) \), \( T < \infty \). Then we have \( \sup_{t \in [0, T]} |\varphi|_{C^3} \leq C(\kappa, T) \).

**Proof.** Due to Calabi and Yau, one can consider the quantity
\[
S = g^{\tau \sigma} g^{\kappa \ell} \varphi_{\ell kj} \varphi_{\tau k}.
\]

Similar calculation as in [31] shows that
\[
(\triangle'_B - \partial_t)(S + c_7(\kappa, T)\triangle_B \varphi) \geq c_8(\kappa, T)S - c_9(\kappa, T).
\]

At the maximum point \( p(t) \) of \( (S + c_7(\kappa, T)\triangle_B \varphi) \) at time \( t \), we have \( c_8(\kappa, T)S - c_9(\kappa, T) \leq 0 \). On the other hand \( \triangle_B \varphi \leq C(\kappa, T) \), hence \( \sup_{M \times [0, T]} S \) is bounded, i.e. \( \sup_{t \in [0, T]} |\varphi|_{C^3} \leq C(\kappa, T) \).
Proof of Theorem 6.1. With these estimates, one sees the flow exists for all time (cf. [8]). More precisely, if we suppose the Sasaki-Ricci flow exists for a maximal time interval \([0,T]\), one can see \(T\) cannot be finite. Otherwise, \(\sup_{t\in[0,T]}|\varphi|_{C^0} \leq C(\kappa,T)\) implies that \(g^T(T)\) is a smooth metric. Therefore the local existence of the Sasaki-Ricci flow tells that the flow continues after time \(T\), which is a contradiction.

In the case \(c^1_B\) is null, the convergence of the Sasaki Ricci flow follows from Li-Yau’s Harnack inequality (cf. [8]).

Because of equation
\[
\frac{\partial}{\partial t} \left( \frac{\partial \varphi}{\partial t} \right) = \Delta_B^t \left( \frac{\partial \varphi}{\partial t} \right) + \kappa \frac{\partial \varphi}{\partial t},
\]
the maximum principle implies the exponential decay of \(|\frac{\partial \varphi}{\partial t}|\) in case of \(c^1_B\) is negative. So we conclude that as \(t \to \infty\), \(g(t)\) converges in such case.

We now have finished the proof of Theorem 6.1. □

A similar flow as in [8] can also be considered to prove the transverse Calabi-Yau theorem [10]. Let \((M, \eta, \xi, \Phi, g)\) be a Sasakian manifold with transversal Kähler form \(\omega\) and transversal Ricci form \(\rho^T\), denoted by
\[
\omega = d\eta = ig_{j\bar{l}}dz^j \wedge d\bar{z}^\bar{l}, \quad \rho^T = iR^T_{j\bar{l}}dz^j \wedge d\bar{z}^\bar{l}.
\]

Let \(T = iT^j_{\bar{l}}dz^j \wedge d\bar{z}^\bar{l} \in \Lambda^1 B\) and \([T] = c^1_B\). Therefore, there exist a real basic function \(F\) such that
\[
\rho^T - T = i\partial_B \bar{\partial}_B F, \quad i.e. \quad R^T_{j\bar{l}} - T_{j\bar{l}} = F_{j\bar{l}}.
\]
Let \(\tilde{g}_{j\bar{l}} = g_{j\bar{l}} + \varphi_{j\bar{l}}\), where \(\varphi\) is a real basic function. Then we have
\[
\tilde{R}^T_{j\bar{l}} = -\partial_j \partial_{\bar{l}} \log \det(g_{rs} + \varphi_{rs}).
\]

The problem of finding \(\tilde{\omega} \in [d\eta]_B\) which has \(T\) as its transversal Ricci form is to solve the equation
\[
\log \frac{\det(g_{j\bar{l}} + \varphi_{j\bar{l}})}{\det(g_{j\bar{l}})} = F.
\]

The flow equation can be defined by
\[
(6.4) \quad \frac{\partial \varphi}{\partial t} = \log \frac{\det(g_{j\bar{l}} + \varphi_{j\bar{l}})}{\det(g_{j\bar{l}})} - F,
\]
i.e.
\[
\frac{\partial}{\partial t} g_{j\bar{l}} = T_{j\bar{l}} - \tilde{R}^T_{j\bar{l}}.
\]

One can check that equation (6.4) is well defined and preserves the basic condition for \(\varphi\). Note that the flow shares the same equation as the Sasaki Ricci flow of the case \(c^1_B = 0\). In the same way, one has same estimates for equation (6.4). This implies the long time existence and convergence.
7. Further Questions

As in the Kähler case, the Sasaki-Ricci flow in the positive case becomes more difficult and interesting. In general one could not expect that the flow will converge to a transverse Einstein metric (equivalently \( \eta \)-Einstein metric). One may expect that the flow converges to a soliton type solution. Motivated by the Sasaki-Ricci flow considered in this paper, Futaki, One and the second author introduced the Sasaki-Ricci soliton in [13] and consider the existence of Sasaki-Ricci solitons on Sasaki toric manifolds and proved the existence of Sasaki-Einstein metric on any Sasaki toric manifolds. In general, we expect that the Sasaki-Ricci flow converges in a suitable sense to a Sasaki-Ricci soliton. In the Kähler case such a result was proved by Tian and Zhu [29] inspired by Perelman’s work in the Ricci flow [24] and [25].

See also [26] In the another direction, the transverse differential geometry helps us to give a natural generalization of Futaki invariant [11] and [12]. In [13] we introduced a Sasaki-Futaki invariant, which is an obstruction of the existence of Sasaki-Einstein metric. A similar invariant was independently introduced by Boyer, Galicki and Simanca [6]. In that paper they also studied Sasaki extremal metrics and consider such a metric as a canonical metric on Sasaki manifold.
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